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[571 ABSTRACT

A system for generating a minimal artificial neural network
(ANN) architecture having as inputs the minimal number of
features necessary to discriminate between event classes. A
network generator generates an initial ANN architecture. A
training processor generates a trained ANN by training the
initial ANN to a desired degree of accuracy. A pruning
processor prunes the trained ANN by removing intercon-
nections and nodes from the trained ANN. The training
processor and pruning processor continue to train and prune
the ANN until a minimal network architecture having the
class discrimination features as its only inputs is obtained.

6 Claims, 1 Drawing Sheet
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